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Abstract

Steganography is the ari of hiding and transmitting data through
apparently innocuous in an effort to conceal the existence of data, Image
steganography is adopted in this work.

The proposed stego-system uses the transform domain in the
steganography process lo increase the robustness by inserting the low
frequency component of the signature image in the high frequency component
of the host image, using Haar-Wavelet Transform. For security purposes, the
coefficients of the transformed signature image (LL subband) are normalized
by dividing the LL coefficients of the signature image subband by certain
value, the value by which the LL coefficients divided is tested to vield an
acceptable PSNR in both stego and reconstructed image. Then the stego-key
is used, in which the LL normalized coefficients were inserted in an inverse
order at the HH location of the host image.

The imperceptibility of the resulted stego-image is assessed by using
Peak-Signal-to-Noise Ratio (PSNR) measure. The stego-image, under certain
parameters selection, has excellent quality (PSNR above 30 dB). In the other
hand, the reconstructed image has an acceptable quality but not the same as of
the stego-image because of the normalization process that is used in the
embedding process. It should be noted that; the size of the signature image

must be equal to or less than the size of the host image.
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Chapter One Introduction

Chapter One
Introduction

1.1 Introduction

It is often thought that communications may be secured by encrypting
the traffic, but this has rarely been adequate in practice. /Aneas the Tactician,
and other classical writers, concentrated on methods for hiding messages
rather than for enciphering them [1]; although modem cryptographic
techniques started to develop during the Renaissance, we find in 1641 that
Wilkins still preferred hiding over ciphering [2] because it arouses less
suspicion. This preference persists in many operational contexts to this day.
For example, an encrypted e-mail message between a known drug dealer and
somebody not yet under suspicion, or between an employee of a defence
contractor and the embassy of a hostile power, has obvious implications. So
the study of communications security includes not just encryption but also
traffic security, whose essence lies in hiding information. This discipline
includes such technologies as: spread spectrum radio, which is widely used in
tactical military systems to prevent transmitters being located; temporary
mobile subscriber identifiers, used in digital phones to provide users with
some measure of location privacy; and anonymous remailers, which conceal
the identity of the sender of an e-mail message [3].

An important sub discipline of information hiding is steganography.
While cryptography is about protecting the content of messages,
Steganography is about concealing their very existence; it comes from Greek
roots literally means “covered writing”, and it is usually interpreted o mean

hiding information in other information. Examples include sending a message
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%
to a spy by marking certain letters in a newspaper using invisible ink, and
adding sub perceptible echo at certain places in an audio recording.

Until recently, information-hiding techniques received much less
attention from the research community and from industry than cryptography,
but this is changing rapidly (Table 1), and the first academic conference on
the subject was organized in 1996 [4]. The main driving force is concern over
copyright; as audio, video, and other works become available in digital form,
the ease with which perfect copies can be made may lead to large-scale
unauthorized copying, and this is of great concern to the music, film, book.
and software publishing industries. There has been significant recent research
into digital “watermarks™ (hidden copyright messages) and “fingerprints”
(hidden serial numbers); the idea is that the latter can help to identify

copyright violators, and the former to prosecute them.

Table (1-1) Number of Publications on Digital Watermarking
During the Past Few Years According to INSPEC,
January 1999 (Courtesy of J.-L. Dugelay [5])

Year 1992 | 1993 | 1994 | 1995 | 1996 | 1997 | 1998

Publications 2 2 4 13 29 64 103

In another development, the DVD consertium has called for proposals
for a copyright marking scheme to enforce serial copy management. The idea
is that DVD players available to consumers would allow unlimited copying of
home videos and time-shifted viewing of TV programs but could not easily be
abused for commercial piracy. The proposal is that home videos would be
unmarked, TV broadcasts marked “copy once only,” and commercial videos
marked “never copy”; compliant consumer equipment would act on these

marks in the obvious way [6], [7].

12
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Information
Hiding

Covert Lhann::[s Stegafmgmph}- Anonymity Copyni rg,h1 marking

- . :
Linguistic 'Ije-:hm-:al ﬁﬂhust . hﬁgiln
Steganography  Steganography copyright marking walermarking
|
Fingerprinting Wai%nmrking
I , ‘.)
Imperceptible isible

Watermarking ~ Watermarking

Figure (1-1): A classification of information-hiding
Techniques based on [8].

There are a number of other applications driving interest in the subject
of information hiding (Figure 1-1).

«& Military and  intelligence  agencies require  unobtrusive
communications. Even if the content is encrypted, the detection of a
signal on a modern battlefield may lead rapidly to an attack on the
signaler. For this reasen, military communications use lechniques
such as spread spectrum moedulation or meteor scatter transmission Lo
make signals hard for the enemy to detect or jam.

«5 Criminals also place great value on unobtrusive communications.
Their preferred technologies include prepaid mobile phones, mobile
phones which have been modified to change their identity frequently,
and hacked corporate switchboards through which calls can be

rerouted.
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«& Law enforcement and counter intelligence agencies are interested in
understanding these technologies and their weaknesses, so as to detect
and trace hidden messages.

«» Recent attempts by some governments to limit online free speech and
the civilian use of eryptography have spurred people concerned about
liberties to develop techniques for anonymous communications on the
Internet, including anonymeus remailers and Web proxies.

=& Schemes for digital elections and digital cash make use of anonymous
communication technigues.

«h Marketeers use e-mail forgery techniques to send out huge numbers

of unsolicited messages while avoiding responses from angry users.

1.2 Methods for Hiding Information

The onset of computer technology and the Internet has given new life
to steganography and the creative methods with which it is employed.
Computer-based steganographic techniques introduce changes to digital
carriers to embed information foreign to the native carriers. Since 1995,
interest in steganogrphic methods and tools as applied to digital media has
exploded.

Steganography encompasses methods of transmitting secret messages
in such a manner that the existence of the embedded message is undetectable,
Carriers of such messages may resemble innocent sounding text, disks and
storage devices, network traffic and protocols, the way software or circuits are
arranged, audio, images, video, or any other digitally represented code or
transmission. These provide excellent carriers for hidden information and

many different techniques have been intreduced [9].
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1.2.1 Hiding in Text

Documents may be modified to hide information by manipulating
position of lines and words. HTML files can be use to carry information since
adding spaces, tabs, " invisible " characters, and extra line breaks are ignored
by web browsers. The "extra" spaces and lines are not perceptible until

revealing the source of the web page.

1.2.2 Hiding in Disk Space

Other ways to hide information rely on finding unused space that is not
readily apparent to an observer. Taking advantage of unused or reserved space
to hold covert information provides a means of hiding information without
perceptually degrading the carrier. The way operating systems store files
typically results in unused spaces that appears to be allocated to files. This

"allocated"” but available space is known as slack space,

1.2.3 Hiding in Network Packets

Characteristics inherent in network protocols can be taken advantage of
to hide information. An uncountable number of data packets are transmitted
daily over the internet. Any of which can provide an excellent cover to

communication channel.

1.2.4 Hiding in Software and Circuitry
Data can also be hidden based on the physical arrangement of a carrier.
The arrangement itself may be an embedded signature that is unique to the

creator.
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1.2.5 Hiding in Audio and Images

Many different methods for hiding information in audio and images
exist. These methods may include hiding information in unused space in files
headers to hold "extra" information. Embedding techniques can range from
the placement of information in imperceptible levels (noise), manipulation of
compression algorithms, to the modification of carrier properties. In audio
small echoes or slight delays can be added or subtle signals can be masked by
sounds of higher amplitude.

The messages can be transmitted in alossy DCT-based video
compression scheme over an ISDN (Integrated Services Digital Network) line
used for video conferencing. Up to & kilobits could be embedded without
degrading the signal to the point that the secret communication becomes
apparent.

In images, modifying properties such as luminance, contrast, or colors
can be used. These metheds hide information in audio and images with

virtually no impact to the human sensory system [9].

1.3 Uses of Steganography

Steganography can be used anytime you want to hide data. There are
many reasons to hide data but they all boil down to the desire to prevent
unauthorized persons from becoming aware of the existence of a message. In
the business world steganography can be used to hide a secret chemical
formula or plans for a new invention. Steganography can also be used for
corporate espionage by sending out trade secrets without anyone at the
company being any the wiser. Steganography can also be used in the non-
commercial sector to hide information that someone wants to keep private.
Spies have used it since the time of the Greeks to pass messages undetected.

Terrorists can also use steganography to keep their communications secret

MKk

and to coordinate attacks [10].
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1.4 Steganography and Wavelet Transform

Wavelet is mathematical functions that cutup data into different
frequency components, and then study each component with a resolution
matched into its scale, They have advantages over traditional Fourier methods
in analyzing physical situation where the signal contains discontinuities and
sharp spikes [11].

Wavelet were developed independently in the filed of mathematics,
quantum physics, electrical engineering, and seismic geology. Interchanges
between these fields during the last years have led to new wavelet
applications such as image compression, turbulence, human vision, radar, and
earthquake prediction [12].

Image compression based on wavelet transform was given more
interest in the recent years by these who are working in data compression
because of its improvement ever the existing methods like high compression
efficiency, the ability te handle large images, and progressive image
transmission [13].

JPEG 2000, which is a new wavelet-based standard for the compression
of still images, is one of the impertant attacks against image steganography
because it pives little degradation on stego image at high compression ratios
but at the same time it may make large damage on the embedded image [14].

Understanding the types of attacks that can be executed against
steganography led to discovering countermeasures to those attacks. The
purpose of the countermeasure is to thwart successful attacks. Such
countermeasures are useful for ereating more robust steganography [15].

Possible countermeasures to deter the effect of applying JPEG 2000 to
the stego image may include the use of the wavelet transform itself to embed
data in perceptually more significant part of a cover image to make the
removal of the embedded data more difficult. In addition to this advantage,

the multiresolution aspect of wavelets is helpful in managing a good

g



Chapter One introduction

distribution of the data in the cover in terms of robustness versus visibility
[14].

At this point, it is expected for the next years that the wavelet transform
may be the main tool in the image steganography that based on transform

domain techmiques.

1.5 Image Processing

Image processing is computer imaging where the application involves a
human being in the visual loop. In other word, the images are 1o be examined
and acted upon by people. For these types of applications, we require some
understanding of how the human visual system operates. The major topics
within the filed of image processing include image restoraiion, image
enhancement, and image compression. Image analysis is often used as
preliminary work in the development of image processing algorithms, but the
primary distinction between computer vision and image processing is that the
output image is to be used by a human being | 16].

Image restoration is the process of taking an image with some
known, or estimated, degradation, and restoring it to its original appearance.
Image restoration is often used in the filed of photography or publishing
where an image was somehow degraded but needs to be improved before it
can be printed.

Image enhancement involves taking an image and improving it
visually, typically by taking advantage of the human visual systems response.
One of the simplest and often most dramatic enhancement techniques are to
simply stretch the contrast of animage.

Image compression involves reducing the typically massive amount
of data needed to represent an image. This 15 done by eliminating data that are
visually unnecessary and by taking advantage of the redundancy that is

inherent in most images,
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1.6 Image Representation

The human visual system receives input images as a collection of
spatially distributed light energy; this form is called an optical image. Optical
images are the types we deal with everyday. We know that these optical
images are represented as video information in the form of analeg electrical
signals and have seen how these are sampled to generate the digital image
I(r,c).

The digital image types are [16]:

1- Binary images.
2- Gray-scale images.

3- Color images.

1.6.1 Binary images

Binary images are the simplest type of images and can take on two
values, typically black and white, or '0’ and '1". A binary images is referred to
as a 1-bit/pixel image because it takes only 1 binary digit to represent each
pixel. These types of images are most frequently used in computer vision
applications where the only information required for the task is general shape,
or outline, information. For example, to position robotic gripper to grasp an
object, to check a manufactured object for deformation, for facsimile (FAX)

images, or in optical character recognition (OCR).

1.6.2 Gray-Scale Images

Gray scale images are referred to s monochrome, or one- color, Images.
They contain rightness information enly, no color information. The number of
bits used for each pixel determines the number of different brightness levels
available. The typical image contains § bit/pixel data, which allows us to have

256(0-255) different brightness (gray) levels.

IEA
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1.6.3 Color Images

Color images can be modeled as three-band monochrome image data,
where each band of data corresponds te a different color. The actual
information stored in the digital image data is the brightness information in
each spectral band. When the image displayed, the corresponding brightness
information is displayed on the screen by picture elements that emit light
energy corresponding to the particular color. Typical or images are
represented as red, green, and blue or RGB images. Using the 8-bit
monochrome standard as a model, the corresponding color image would have

24 bits/pixel 8-bits for each of the three-color band (red, green, and blue )

[16].

1.7 Literature Survey

«& In 2002, A. M., Al-jashammi presents image in steganography system
which embeds a gray scale image in another one, using wavelet
transform. In this system the wavelet transform and the sorting process
are used to cluster both the cover image and the embedded image
according to their subbands cnergies to guarantee that the embedded
image will be inserted in the low frequency component of the cover
image in order to reduce the effect of the attacker [17].

=5 In 2000, L. Z. Avedissian presents image in image steganography
system (denoted by 1185) which embeds a gray scale image into a gray
or color image. The propesed system uses the substitution technique 1o
embed image of size 100=120 in image of size 640=480 making the

position of the embedded image pixels as a secret key [18].
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«5 In 2000, N. K. Abdulaziz presents robust watermarking scheme based
on wavelet transform. This watermarking system embeds the signature
image, which is source coded using vector quantization, in the low
band of the cover image. Channel coding is used to improve the
system performance [ 19].

«» In 2000, 5. Areesponga presents a stegosystem using wavelet
transform. In this system the data i1s embedded in the sign of the high
frequency coefficients of the cover image in attempt to trade off
between the robustness of the embedded data and the invisibility of the
slegoimage [20].

= In 2001, U. 1. Al-dilaimy presents text in image steganography system
(denoted by TISS). She also uses the substitution technique to embed
approximately 500 characters in gray scale image of size 640x480
[21].

=5 In 2001, H. H. Marza presents a stegosystem using transform domain
techniques based on cesine transform to embed a text in gray scale
image by swapping the middle frequency coefficients according to the
embedding message. The stegosystem embeds"1" bit of the embedded

message in "64" byte of the cover image [22].

1.8 The Aim of the Work

The aim of the present work is to design stegosystem. This stegosysiem
provides secret image hiding in a host image using transform techniques.
Wavelet transform is used as the transform method. The hiding information is
manipulated in such a way te keep a host image without any noticeable

degradation,
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1.9 Dissertation Outline

Beside chapter one , the Introduction, the Dissertation consist of another

four chapters, these are:

«& Chapter two which centain background a bout information hiding in
general and its two areas Digital watermarking and steganography. It
also describes types of steganogrphy systems, Steganographic
techniques and finally it describes the Steganalysis.

«f Chapter Three describe the Discrete Transform Domain and its
equation in general, Fourier Transform, Cosine Transform, Walsh
Hadamard Transform. and Wavelet Transform.

=5 Chapter four describe the implementation of the program and viewing
the menus that are used in the ’ﬁmpna&d system in addtion to viewing
four groups of images as a results of the system inplementation.

=& Chapter five demonstrates the concluding remarks on the proposed

stegosystem and presents suggestions for future work.
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Chapter Two

Information Hiding

2.1 Introduction

Information-hiding technigues have recently become important in a
number of application areas. Digital audio, video, and pictures are increasingly
furnished with distinguishing but imperceptible marks, which may contain a
hidden copyright notice or serial number or even help to prevent unauthorized
copyving directly.

With the rapid development of Internet technologies, the amount of
information sent and received electronically is increasing greatlv. As the
technology of transmitting infermation on network in secure, the importance of
information security came to be recognized widely. »

Information hiding is a field of information security, and it includes
methods creating covert channel where specification of transceiver is difficult,
methods hiding the existence of information itself, and methods for digital
watermarking. These technologies have lately attracted considerable attention as
solution to copyright problems and the protecting method for communication
privacy [23].

There are two area of research, which are generally referred to as
"information hiding". Watermarking that is originated from the need for
copyright protection of digital media, whereas Steganography studies methods to

make communication invisible by hiding secrets in innocuous message [14].
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2.1.1 Digital watermarking

The proliferation of digitized media (audio, image and video) is creating a
pressing need for copyright enforcement schemes that protect copyright
ownership. Conventional cryptographic systems permit only valid key holders
access 1o encrypled data, but once such data is decrypted there is no way to track
its reproduction and retransmission. Conventional cryptographic therefore
provides little protection against data piracy, in which publisher is confronted
with unauthorized reproduction of information.

A digital watermark is intended to complement cryptographic processes. It
1s a visible, or preferably invisible, identification code that is permanently
embedded in the data, that is, it remains present within the data after any
decryplion process [24],

All watermarking methods show the same generic building blocks: a
Watermark Embedding Svstem and  Watermark Recovery System. Figure (2-1)
shows the generic watermarking process. The input to the scheme is the
Watermark, the Cover-Dafa and an optional public or secret key K. The
watermark can be any nature such as a number, text, or an image. The key may
be used to enforce security. The output of the watermarking scheme is the
Watermarked Data. The generic watermark recovery process is depicted in
Figure (2-2). Input to the scheme are the Distorted Data (assuming that the
watermarking system is attacked), the secret or public key, and, depending on the
method, the original data and/er the original watermark. The output is either the
recovered watermark or some kind of confidence measure indicating how likely
it is for the given watermark at the input to be present in the distorted data under

inspection [14].

14
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Watermark
Cover 1 Watermarked
Data —— | Digital watermark | ———  Data
4
Secret /[Public
Key K

Figure (2-1) Generic Watermarking Scheme

Water mark and/ or

Original data —l
Watermark or

Distorted Data — | Watermark Detection |— confidence
Measure

Secret / Public
key

Figure (2-2) Generic Watermark Recovery Scheme

Watermarking Regquirements
« Imperceptibility :
* The meodifications caused by watermark embedding should be
below the perceptible threshold.
«f Robustness :
o The ability of the watermark to resist distortion introduced by
standard or malicious data processing.
«h Security
« A watermark is secure if knowing the algorithms knowing for
embedding and extracting does not help unauthorized party to
detect or remove the watermark.
«h Payload :
* The amount of informatien that can be stored in a Watermark.
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~» Informed (nonoblivious , or private) Watermarking;:
s The original unwatermarked cover is required to perform the
extraction process.
~# Blind (oblivious, or public) Watermarking:
s The original unwatermarked cover is not required to perform the
extraction process [25].

2.1.2 Steganography

In conventional cryptography, even if the information contents are
protected by encryption, the existence of the encrypted communications is
known. In view of this, Steganography provides an alternative approach in which
it conceals even the evidence of encrypted message. Generally, Steganography is
defined as the art and science of communication in a cover fashion. It wilize the
typical digital media such as text ,image ,audio, video and multimedia as a
carrier (called host or cover signal ) for hiding private information in such a way
that the third parties (unauthorized person) cannot detect or even notice the
presence of the communication[20].

Most applications of Steganography follow one general principle,
illustrated in the Figure (2-3), Alice' . who wants to share a secret massage M to
Bob, randomly chooses, using the private random source r, a harmless message,
called cover-object C, which can be transmitted to Bob without raising
suspicion, and embeds the secret message into C, probably by using a key, called
Stego-key K. Alice therefore changes the cover C to the Stego-object 5. This
must be done in a very careful way, so that a third party, knowing enly the
apparently harmless message S, cannot detect the existence of the secret. In a

"perfect” system a normal cover should not be distinguishable from the Stego-

"1n the filed of the crypiography, communication protocals wsually involve tow fictiona] characters named Alice
ard Bodr or use a name whose firs character matches the first letter of their relefe.p Wendy the warden).

..
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object, neither by a Human Visual System (HVS) nor by a computer looking for
statistical pattern. Alice then transmits 8 over an insecure channel to Bob and
hopes that Wendy will not notice the embedded message. Bob can reconstruct M
since he knows the embedding methods used by Afice and has access to the key
K used in the embedding process.

A third person watching the communication should not be able to decide
whether the sender is active in the sense that he sends covers containing secret
rather than covers without additional information. Thus, the security of invisible
cammunication mainly depends on the inability to distinguish cover-objects from
stego-objecis.

Obviously a cover should never be used twice, since an attacker who has
access to two versions of one cover can easily detect and possibly reconstruct the
message, To avoid accidental reuse, both sender and receiver should destroy all

covers they have already used for information transfer [14].

Cover C Warden Cover C

l Stego-obrect3 l

L i
Randonmessr _J E | — [Insecurechannel |—»{ D |—> Reconstructed
5 Message
Key K EeyX
Message M
Eey Generation Facility
Figure (2-3)

Schematic Description of Steganogrphy
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2.1.3 Watermarking Vs. Steganography
The purpose of both watermarking and steganography is to hide a message

in a carrier signal, but the information hidden by a watermarking system is
always associated to the digital object to be protected or to’its owner while
steganogrphic systems just hide any information. The robustness criteria are also
different, since steganography is mainly concern with detection of the hidden
message while watermarking concerns potential removal by a pirate,
Steganography communications are usually point to point (between sender
and receiver) while watermarking techniques are usually one-to-many.
Furthermore, in watermarking the cover is the transmitted data and the
hidden information just for authentication purposes, while in steganography the

hidden information is the transmitted data and the cover just to hide it [14],[26].

2.2 Types of Steganography Systems

One could categorize the steg-system according to their stego-key used in
the embedding process to three: pwre steganography, secret key steganography
and public key steganography.

2.2.1 Pure steganography

A secret key system which does not require the prior exchange of some
secret information (like stego key) called pure steganography. Both the sender
and receiver must have access to the embedding and extracting algorithm, but the
algorithm should not be public [14].

In practice, the pure steganographic system is not secure enough because

the security of the system depends on stego object imperceptibility and the

)118¢



Chapter two Information Hiding

algorithm secrecy so that violates Kerckhaff principle’ [27], so the stego-system
based on key give a better performance form the securities viewpoint but of

course not from complexity one.

2.2.2 Secret key steganography

A secret key steganogrphy system is similar to a symmetric cipher. The
sender chooses a cover and embeds the secret message using a secret key. If the
key used in the embedding process is known to the receiver, he can reverse the
process and extract the secret massage. Anyone who dos not know the secret
key, depending on the security of the key, should not be able to obtain evidence
of the encoded information. Again, the cover and the stego-object should be
perceptually similar [14].

As a price to this increase in the system security, the transmission of
additional secret information subverts the original intention of the invisible
communication. Furthermore, how to ensure that the same secret key is available
to both the transmitter and receiver [28]. So to overcome these problems, a

public key steganography is used.

2.2.3 Public Key Steganography

As in public key steganography [28], public key steganography dose not
rely on the exchange of a secret key. Public key steganography systems require
the use of two keys, one private and one public; the public key is used in the
embedding process, the secret key is used to reconstruct the secret message.

One way to build a public key steganography utilized the fact that
decoding function in a steganography system can be applied to any cover,

* In 1883, Augest Kerckhoffs put his principle which states that the method wsed to encipher data is known to the
oppencnl, and that security must be lic in the choice of key.
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whether or not it already contains a secret message. In the later case, a random
element will be the result, so called "natural randomness” of the cover. If one
assumes that this natural randomness is statistically indistinguishable from
cipher text produce by some public key cryptosystem a secure steganogrphy
system can be built by embedding cipher text rather than unencrypted

message[29].

2.3 Steganographic Techniques:
Many different steganographic methods have been proposed during the

last few years, most of them can be seen substitution system. Such methods try
to substitute redundant part of the signal with a secret message: their main
disadvantage is the relative weakness against cover modification. Recently, the
development of new robust watermarking techniques led to advances in the
construction of robust and secure steganography systems. Therefore, some of the
methods are strongly related to the watermarking techniques [14].

There are several approaches in the classifying steganographic techniques.
One of these approaches is to categorize them according to the cover
modifications applied in the embedding process. Mainly, steganographic

techniques may be grouped into five categories as follows [14]:

& Substitution Technigues: substitute redundant parts of a cover with a
secret massage.

& Transform Domain Techniques: Embed secret information in a transform
spacce of the signal.

& Spread Spectrum  Techniques: Adopl ideas from spread spectrum

communication.
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whether or not it already contains a secret message. In the later case, a random
element will be the result, so called "natural randomness" of the cover. If one
assumes that this natural randomness is statistically indistinguishable from
cipher text produce by some public key cryptosystem a secure steganogrphy
system can be built by embedding cipher text rather than unencrypted

message[29].

2.3 Steganographic Techniques:
Many different steganographic methods have been proposed during the

last few years, most of them can be seen substitution system. Such methods try
to substitute redundant part of the signal with a secret message: their main
disadvantage is the relative weakness against cover modification. Recently, the
development of new robust watermarking techniques led to advances in the
construction of robust and secure steganography systems. Therefore, some ol the
methods are strongly related to the watermarking techniques [14].

There are several approaches in the classifying steganographic techniques.
One of these approaches is to categorize them according to the cover
modifications applied in the embedding process. Mainly, steganographic

techniques may be grouped into five categories as follows [14]:

& Substitution Technigues: substitute redundant parts of a cover with a
secret massage.

& Transform Domain Technigues: Fmbed secret information in a transform
space of the signal.

5 Spread Spectrum  Technigues: Adopt ideas from spread spectrum

communication.
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& Statistical Techniques: Encode information by changing several statistical
properties of cover image.

=& Distortion Techniques: Store information by signal distortion and
measure the deviation from the original cover in the decoding step.

& Cover Generation Technigues: Encode information in the way a cover is

generated.

2.3.1 Substitution Techniques

Basic substitution systems try to encode secret information by substituting
insignificant parts of the cover by secret message bits, the receiver can extract
the information if he has Knowledge of the positions where secret information
has been embedded. Since enly minor modification is made in the embedding

process, the sender assumes that they will not be noticed by an attacker.

2.3.1.1 Least Significant bit substitution:

The process consists of choosing a subset{j, , ...Jym 1 where ljm) is the
length of the message, of the cover elements and performing the substitution
operation C;; «» m; on them, which cxchanges the LSB of the C;; by m; (m; can
be either be 1 or 0). In the extraction process, the LSB of the selected cover
element are extracted and lined up to reconstruct the secret message. In order to
be able to decode the secret message, the receiver must have access to the

sequence of element indices used in the embedding process [14].

2.3.1.2 Pseudorandom permutations:
If all cover bits can be access in the embedding process, the cover is a

(random access cover); the secret message bits can be distributed randomly over
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the whole cover. This technique further increases the complexity for the attacker,
since it is not guaranteed that the subsequent message bits are embedded in the
same order.

The embedding process starts with creating, using pseuderandom number
generator, & sequence j ..., jywy of element indices and store the ke, message bit
in the element with the index j,. Note that one index could be appearing more
than once in the sequence, so collusion will be occurred. If the message is quit
short compared with a number of cover element, the probability of collisions is
negligible and that the corrupted bits could be reconstructed using error

correcling code [14].

2.3.1.3 Image Downgrading:

Image downgrading is a special case of a substitution system in which
images act both as secret messages and covers. Given a cover-image and a
secret image of equal dimensions, the sender exchanges the four least significant
bits of the cover's grayscale (or color) values with the four most significant bits
of the secret message. The receiver extracts the four least significant bit out of
the stego-image, thereby gaining access to the most significant bits of the secret
image. While the degradation of the cover image is not visually noticeable in
many cases, four bits are sufficient to transmit a rough approximation of the

secret image [14].

2.3.1.4 Cover-Regions and Parity Bits:
By dividing the cover into several disjoint regions R; it is possible to store
one bit of information in a whole cover-region rather than in a single element. A

parity bit of a region R can be calculated by:

NI
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P(R)="Y LSB(C,)mod2 (2-1)

or

In the embedding process step, [fm) disjoint cover-regions
R{1=i=I{m))are selected each encedes one secret bit m; in the parity bit P(R,). If
the parity bit of one cover region R; does not match with the secret bit m; to
encode, one LSB of the value in R, is flipped. This will result in P(R)=m;. In the
decoding process, the parity bits of all selected regions are calculated and lined
up to reconstruct the message. Again, the cover-regions can be constructed

pseudo randomly using stego-key.

2.3.1.5 Pallet-Based Images:

Generally, there are tow ways to encode information in pallet-based
images; either the pallet or the image data can be manipulated. The LSB of the
color vectors could be used for information transfer, just like the substitution
methods. Alternatively, since the pallet dose not need to be sorted n any way,
information can be encoded in the way the colors are sorted in the pallet. Since
there is N! Different ways to sort the pallet, there is enough capacity to encode a
small message however; all methods which use the order of the pallet to store
information. are not robust, since an attacker can simply sort the entries in a
different way and destroy the secret message without even modify the picture

visibility [14].

2.3.1.6 Quantization Method

Quantization of digital images can be used for embedding secret
information. A review of quantization in the context of predictive coding will be
discussed first. In predictive ceding, the intensity of each pixel is predicted based

on the pixel values in a specific neighborhood; the prediction may be linear or
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nonlinear function of the surrounding pixel values. In its simplest form, the
difference e; between adjacent pixels x; and x;, i1s calculated and fed into
quantizer Q) which outputs a discrete approximation A, of the difference signal
(i.e., A=Q(x~ xi.4)). For highly correlated signals A, is close to zero, so an
entropy coder will be efficient. At the receiver side the difference signal is
dequantized and added to the last signal sample in order to construct an estimate

for a sequence x; [14].

2.3.2 Transform Domain Techniques

The substitution modification techniques are easy ways to embed
information, but they are highly vulnerable to even small cover modification. An
attracter can simply apply signal processing techniques in order to destroy the
secret information entirely.

It has been noted early the development of steganographic system that
embedding information in the frequency domain of a signal can be much more
robust than embedding rules operating in the time domain. Most robust
steganographic systems known today actually operate in the same sort of
transform domain [14].

Transform domain methods hide messages in the significant areas of the
cover image which makes them more robust to attacks, such as adding noise,
compression, filtering, cropping and some image processing, than the
substitution approach. However, while they are more robust to various kinds of
signal processing, they remain imperceptible which means that the HVS has
sense that there exits a stego-image. Many transform domain variation exist, one

method is to use the discrete cosine transform (DCT), and another would be the
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wavelet transformation [19],[24],[26]. Transformation can be applied over the
entire image, to blocks throughout the image, or other variations.

One popular method of enceding of secret information in the frequency
domain is modulating the relative size of two (or more) DCT coefficient within
one image block.

During the encoding process, the sender splits the cover-image in 8«8
pixel block; ecach encodes exactly one secret message bit. The embedding
process starts with selecting a pseudorandom block &i which will be used to code
the iy, message bit. B=DCT (b,) be the discrete cosine transformed image block.

Before the communication starts, both sender and receiver have to agree
on location of two DCT coefficients, which will be used in the embedding
process, say, (u;, v;) and (us, v;). The two coefficients should correspond to
cosine function with middle frequencies; this ensure that the information is
stored in significant parts of signal (hence the embedded information will not be
completely damaged by JPEG). Furthermore, the embedding process will not be
degenerated the cover heavily, because it is widely believed that the DCT
coefficients of middle frequencies have similar magnitudes. Since the
constructed system should be robust against JBEG compression, the DCT
coefficients should be choesen in such a way that the quantization values
associated with them in the JPEG compression algorithm are equal. One block
encode a "1, if By{u,, v )>Bifuyvy), otherwise a "0". In the encoding step, the two
coefficients are swapped if their relative size dose not matches with the bit to be
encoded. The sender then performs an inverse DCT to map the coefficients back

to the space domain.

' IPEG (Joint Pholographic Expoent Group): one type of compression uses the DCT.
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To decode the picture, all available blocks are DCT transformed. By
comparing the two coeflicients of every block, the information can be

resorted[ 14].

2.3.3 Spread Spectrum Techniques

Spread spectrum (S8) is a mean of transmission in which the signal
occupies a bandwidth in excess of the minimum necessary to send the
information [30]. Although the power of the signal to be transmitted can be
large, the signal to noise ratio in every frequency band will be small. Even if
parts of the signal could be removed in the several frequency bands, enough
information should be present in the other bands to recover the signal. Thus, 58
makes its difficult to detect and / or remove the signal. The situation is very
similar to a steganogrphy system which tried to spread a sccret message over a
cover in order to make it impossible to perceive. Since spreaded signals tend to
be difficult to remove, embedding methods based on 55 should provide a

considerable level of robustness [14].

2.3.4 Statistical Techniques

Statistical steganography techniques utilize the existence of "1-bit”"
steganography schemes, which embed one bit of information in a digital carrier.
This is done by medifying the cover in such a way that some statistical
characteristic change significantly if a "1" is transmitted. Otherwise, the cover is
left unchanged. So the receiver must be able to distinguish unmodified covers
from modified ones,

In order to construct a {fm)-bit stego-system from multiple "1-bit" stego-

systems, a cover is divided into /{m) disjoin block B, ..., B . A secret bit, my, is

NED
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e
inserted into the Iy block by placing a"1" into B; if m=1. Otherwise, the block is
not changed in the embedding process. The detection of a specific bit is done via

a test function which distinguishes modified blocks from unmodified block [14].

2.3.5 Distortion techniques

In contrast to substitution system, distortion techniques reguire the
knowledge of the cover in the decoding process. The sender applies a sequence
of modification to a cover in order to get stego-object; he chooses this sequence
in such a way that it corresponds a specific secret message he wants to transmit.
The receiver measures the differences to the original cover in order to
reconstruct the sequence of medification applied by the sender, which
correspond to the message [14].

One of the main disadvantages of these techniques is the need of
transmission additional infermation, original cover that needs another secure

channel.

2.3.6 Cover Generation Techniques:
Encode information in the way a cover is generated
Example: Automated Generation of English Text
=~ Use a large dictionary of words categorized by different types, and a style
source which describes how words of different types can be used to form a
meaningful sentence.
~% Transform message bits into sentences by selecting words out of the
dictionary which conforms to a sentence structure given in the style source
[25].
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2.4 Steganalysis

A goal of steganography is to a void suspicion to the transmission of a
hidden message. If the suspicion is raised, then this goal is defeated. Steganalvsis
is the art of discovering and rendering such covert message [26]. "

Analysis on hidden information may take several forms: detecting,
extracting, confusing (counterfeiting or overwriting), and disabling.

The steganalyst or aftacker is one who applies Steganalysis in an attempt
to detect the existence of hidden information, extract and /or destroy it.

Somewhat parallel attacks are available to the steganalyst. There are
stego-only, known cover, known message, chosen stego, chosen message and
known stego. A stego-only attacks is similar to cipher text only attack where only
the stego-object 1s available for analysis. If the original cover and siego-object
arc both available, then known message attack when the hidden message is
revealed at some later date; an attacker may attempt to analyze the stego-object
for future attacks. Even with the message, this may be very difficult and may be
equivalent to the stego-only attack. The chosen stego attack is one where the
steganography tool (algorithm) and the stego-object are known. A chosen
message altacks is one where the steganalyst generate stego-object from some
steganography tool or algorithm from a known message. The goal in this anack
is to determine cortesponding pattern in the stego-object that may point to the
use of specific steganography algorithms or tools. Finally, when the attacker
knows the steganography algorithm and both the original cover-object and stego-
object are available, and then the attacker is called known stego attack [26].

On the other hand, the attacker (warden) may categorize according to their

abilities to three main types:

28[¢
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~ The passive attacker: The attackers try to detect the existence of the
hidden information [31].

«5 The active attacker: the attacker are allowed to modify (slightly) the data
being sent between the partner but he must modify data so much that
innocent communication would be foiled [29].

« Malicious attacker: the attacker can forge message, since the recipient is
not able to verify the correciness of the sender identity [14].

Three parameters one should keep in his mind while designing a
steganography system to give a certain level of resistance against the three types
of attacker, that is, imperceptibility, rebusiness, and security.

The imperceptibility of the stego-object is required for all steganography
system and for all types of attacks, not only the passive attack, because the main
purpose of steganography is to make the available communication invisible and
this ensure no conflicting with this purpese.

An active warden, who is net able to extract or the prove existence of
secret message, thus try to destroy this information, so the practical requirement
for a steganography system is aveid such type of attacks is robustness. A system
is called robust if the embedded information can not be altered without making
drastic changes to the stego-object. Many steganography systems are designed to
be robust against a specific class of mappings (eg. JPEG
compression/decompression, filtering, addition of white noise, etc.) [14].

In the presence of malicious attacker, imperceptibility and robustness are
not enough. If the embedding method is not dependent on some secrel
information shared by the sender and receiver, (i.e. in the case ol pure or public
key steganography), an attacker can forge message. Thus, to avoid the malicious
attacks, the algorithm must be secure. The steganography algorithm has [or

requirements to be secure [14]:
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» Messages are hidden using pubic algorithm and secret key.

¥ Only holder of the correct key can detect, extract and prove the existence
of the hidden message.

» Ewven if the adversary knows (or is able to select) the. contents of one
hidden message, he should have no chance of detecting others,

¥ It is computationally infeasible to detect the hidden message.
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Chapter Three

Discrete Image Transforms

3.1 Introduction

The concept of a transform is familiar to mathematicians and engineers,
It is a standard mathematical tool used to solve problem in many areas of
engineering and science, including computer imaging. The idea is to change a
mathematical quantity to another form, where it may look unfamiliar but may
exhibit useful feature [32].

Originally defined in their continuous forms, they are commonly used
today in their discrete (sampled) forms. The discrete form of these transforms
is created by sampling the continuous form of the functions on which these
transforms are based, that is, the basis function. The functions used for these
transforms are typically sinusoidal or rectangular, and the sampling process,
for the one-dimensional case, provides us with basis vectors. When we extend
these into two-dimensions, as we do for images, they are basis matrices or
basis images.

The general form of the transformation equation, assuming an NxN

image, is given by:

M M=l
T(u,v)= 3 I(r,e)B(r,c;u,v)

wul] gwl

Where I{r, ¢) is the original image, T (u, v) are the transform

coefficients, B(r, ¢; u, v) correspondto the basis images, r and c are the spatial
domain variable and u and v are the frequency domain variable. The
transform coefficients T (u, v) are the projections of I (r, ¢) onto each B (u, v).

These coefficients tell how similar the image is to the basis image. By

NE[
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applying the inverse transform, one can ebtain the image from the transform

coefficients as follows:
N=l N1
I(r,c)="%3 T{u,V)B(r,ciu,v)
n=g w=f
Here the B''(r, ¢; u, v) represents the inverse basis images. In many
cases they are the same as the forward ones, but possibly weighted by a

constant [16].

3.2 Fourier Transform

The Fourier transform is the most well Known, and the most widely
used, transform. This transform allows for the decomposition of an image into
a weighted sum of 2-D sinusoidal terms [16]. Assuming an Nx<N image, the
equation for the 2-D discrete Fourier transform is:

el

Fum ==Y 3 (e ™7
1"" rull o=l
The basis functions are sinuseidal in nature, as can be seen by Euler's
identity: ¢” =cosx+ fsinx
So we can also write the Fourier transform equation as:

-I.h' &= 2}:

Flu,v) = -E ZZ f{m'][cnﬁ{?{ur + )+ jsin(i—f(ur +vel)]
wull gwill ¥

Fiu,v) = Riu,v)+ jl(w,v) Where R, v) is the real part and [/ {u, v} is the
imaginary part of complex spectrum, and j is the imaginary coordinate, then

we define the magnitude and phase of a complex spectral component as:

MAGNTUDE =|F{u,v)| = J[R(u,v)]" # [Hu, v}’

And H.Msg=¢fu,ﬂ=m.,--~[ﬁ]

The magnitude of a sinuseid is simply its peak value, and the phase

determines where the origin is or where the sinusoid starts ,in other words, the

NER
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phase data contain information a bout where objects are in an image and the
magnitude gives their contrast [16],[33].

After we perform the transform, if we want to get our original image
back, we need to apply the inverse transform. The inverse Fourier transform
1s given by:

FoF ()] = I(r.e) =~ EEHH.W"' ~

H

3.3 Discrete Cosine Transform

The cosine transform, like the Fourier transform, uses sinusoidal basis
functions. The difference is that the cosine basis functions are not complex;
they use only cosine functions and not sine functions [32], [34]. Assuming an
NxN image, the discrete cosine transform equation is given by:

[ (2r -'Iru. 1 [2c+wr
Clu,v) = alu ) aly ]ll.l'[.l C)oos — Y ||_r.h| \ ---_} u.:l_-‘

|I |
Where a(u)a(v)=1"4
L

Figure (3-1) Discrete Cosine Transform Basis Image

NE
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Because the DCT transform is practically used for image compression
purposes'; therefore, the DCT is applied not to the entire image but to the data
units (blocks) to reduce the arithmetic operations and then speed the
algorithm up [32]. Figure (1-3) shows the 2-D basis images for the cosine
transform for 4=4 blocks of data, from these basis images m_ll:l remembering
that the transform coefficients are the projections of the original image onto
each basis image, one can conclude the following:

& The origin coefficient represents the lowest frequency; in other word,
the DC component of the entire image or subimage.

»é The first row of the coefficients matrix increasingly shows the
frequency component of the image rows and in the same manner the
first column shows the frequency component of the image columns.

=& The rest of the coefficients reflect the changes in the frequencies in
both rows and columns that corresponding with each basis images.

Of course, there is no need to say that there exists a fast DCT algorithm

as in FFT to efficiently compute the DCT coefficients.

The inverse cosine transform is given by:

i = [C{H 2 'I.:'.:Il = “:!'1 I'.'] = E E i {u }ﬂ'{ I|l:|{ "{ M, 1,;'} EUE[{.EL:-!.!E{} cm[M]

j T
=l w=l) 2N

3.4 Walsh-Hadamard Transform

The Walsh-Hadamard transform differs from the Fourier transform and
cosine transforms in that the basis are not sinusoids [16]. The basis functions
are based on square or rectangular waves with peaks of £1, Here the term
rectangular wave refers to any function of this form, where the width of the
pulse may vary. One primary advantage of a transform with these types of
basis functions is that the computations are very simple. When we project the

image onto the basis functions, all we need to do is multiply each pixel by £1,

"The DCT is in particular used with JBEG image compression methed,
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as is seen is the Walsh-Hadamard transform equation (assuming an NxN

image):
Nl M=l Eurr:- {shekicim vl
WH (u,v) = — ZEI{r R 1 S
r-ﬂ ]

Where N=2", the exponent on the (-1) is performed in modulo 2
arithmetic, and b,(r) is found by considering r as a binary number and finding
the ith bit.

P; fu) is found as follows:  paft)=b, (1)
pi{ut=b, y(ul+b,su)
pafe) =y 3fu)+ by sfu)

Pr-ift)=b (1) +bgf1)

Strictly speaking we con net call the Walsh-Hadamard transform a
frequency transform because the basis functions do not exhibit the frequency
concept in the manner of sinuseidal functions. If we consider the number of
zero crossings (or sign changes), we have a measure that is comparable to

frequency, and we call this sequency [16].

The inverse Walsh-Hadamard transform equation is:

i Eli-lrlr-:u shy i ]
Wi~ [WH ()] = Hr.e)=— ZZWH{uﬂ: 1y

EEl rei

3.5 Wavelet Transform

Considerable interest has arisen in recent years regarding new
transform techniques that specifically address the problem of image
compression, edge and feature detection, and texture analysis. These
technigues come under the heading of muliresolution analysis, time-frequency

analysis; pyramid algorithms and wavelet transform [34].
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Chapter Three Discrete Image Transform

The wavelet transform can be described as a transform that has basis
functions that are shifted and expended versions of themselves. Because of
this, the wavelet transform contains not just frequency information but spatial
information as well. One of the most common models for a wavelet transform
uses the Fourier transform and highpass and lowpass filters. To satisfy the
conditions for a wavelet transform, the filters must be perftc"t reconstruction
filters, which means that any distertion introduced by the forward transform
will be canceled in the inverse transform (an example of these types of filters
are quadrature mirror filters),

The wavelet transform breaks an image down into four sub-sampled, or
decimated, images as shown in Figure (3-2). They are sub-sampled by
keeping every other pixel. The results consist of one image that has been
highpass filtered in both the horizontal and vertical directions, one that has
been highpass filtered in the vertical and lowpass filtered in the horizontal,
and one that has been lowpass filtered in the vertical and highpass in the

horizontal, and one that has been lowpass filtered in both directions [16].

I
];ﬂ%ﬁ: II:I{I:}I::E Location of frequency ina
four-band wavelet
| iR e e Transformed image.
HIGH/ HIGH/ Designation is row/column
LOW HIGH

Figure (3-2): Wavelet Transform Display

Wavelet transform have proven to be very efficient and effective In
analyzing a very wide class of signal and phenomena ‘because of thewr

attractive feature that are [35]:
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Chapter Three Discrete Image Transform

= Wavelet transform describe signals in terms of their local shifts. Thus,
they provide a time-frequency representation.

=5 Wavelets are adjustable and adaptable. Because there 1s not just one
wavelet, they can be designed to fit individual application.

«5 The size of wavelet expansion coefficient drop-off rapidly for a large
class of signals.

o« The generation of wavelets and a calculation of all wavelet expansions
employing summation, not integrals, that is well matched to be

implemented by digital computers.

3.5.1 Wavelet filters

MNumerous filters can be used to implement the wavelet transform, and
two of the commeonly used ones, the Daubechies and the Haar. These are
separable, so they can be used to implement a wavelet transform by first
convolving them with the rows and then the columns. The Haar basis vectors
are simple [16]:

.8

LOWPASS . Ji.

o

g i _
HIGHPASS - ,E“ 1
An example of Daubechies basis vectors follows:

LOWPASS : Ln+43, 3443, 3-3  1-48]
¥

3
HIGHPASS - %u*ﬁ, J3i-3, 3+.3  -1-43]

The inverse wavelet filters for the Haar filter are identical to the
forward filters, for the Daubechies example given, the inverse wavelet filters

are:

)27
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l
mwmss,,,:q[auﬁ I+43, 1443 1-43]

HIGP;ISS‘_,:%U—,‘E BUTESY N O g,

3.5.2 Wavelet Coding

Wavelet coding, sometime, also called subband coding. The basic idea
is split up the two dimensional frequency band images into sub-sampling
channels which are encoded using techniques accurately matched to
individual signal statistics and possibly to the properties of the human visual
system in the individual subbands.

Practical image subband coeding techniques mostly use separable
decomposition, i.e., one-dimensienal filters is used in order to separate the
frequency bands both horizentally and vertically. The reason is that separable
filter implementations of non-separable two dimensional filters. On the other
hand, the gain in coding efficiency ebtained by application of non-separable

filters is usually small or negligible [36].

H,(n) I LL
—| Hgln) V2
H(n) ¥3 - LH
X(n)—
— Hq(n) ¥2 i HL
I Hm || v2
Hyn)— W2 HH

Figure (3-3) one stage of subbands decomposition
With 2-D separable filters
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LL = Ugln)
A’ Gokn) —
LH &’ ;G:{nj ._
X(n)
HL g Galn)
G Giin)
HH Ex Gy(n)

Figure (3-4) one stage of subbands reconstructing
With 2-D separable filters

In the figure (3-3 ‘p.J, 2 denote down sampling by a factor of two, H,
denotes a low-pass filter, and H, denotes a high pass-filter. The initial high
and low-pass filters and down-sampling are applied to the rows of an image.
The subsequent filters and down sampling is then applied to the resulting
columns. Because there are only two filters. This is called a rwo channels
system. The image is split inte four bands LL, LH, HL and HH according to
whether the rows and columns received the low or high frequency filtering.
The reconstructing operation censists of an up-sampling operation followed
by a synthesis filter bank, as shown in figure (3-4).

Subband decomposition is preduced by an analysis filter bank followed
by down sampling which preduces subband decomposition. Therefore, the
term "decomposition” refers to.filtering and down sampling operation for as
many stages as desired [37], [38].

The main purpose behlnd;using the subband coding technique for video
and digital image applications is the acquisition of a set of sub sampled
frequency bands where each band contains various structural features of the

original image.
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The base band of the image presents a smaller replica of the original
signal consist of all the low frequency components that are of major
perceptual importance.

The neighboring picture elements of the base-band are highly
correlated and this spatial redundancy needs to be exploited by an appropriate
coding scheme [39]. Therefore, subband filtering provide a set of disjoint
upper bands that are structurally different from the base band and to not
display strong pixel to pixel intra-band correlation's [40]. However, the
original image can be transformed inte four sub-images, as shown in the
figure (3-2), namely:

~» LL sub image: Both herizental and vertical directions have low
frequency.

= LH sub image: the horizontal direction has low frequency and the
vertical one have high frequencies.

& HL sub image: the herizental direction has high frequencies and the
vertical one has low frequencies.

«5 HH sub image: both herizental and vertical directions have high

frequencies [41].

a) Original image b) Wavelet transform using Haar
basis vector, four bands.

Figure (3-5) Wavelet Transform
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Figure (3-5) shows the result of applying the wavelet transform to an
image. We can see the lowpass-lowpass image in the upper-left corner, the
lowpass-highpass images in the diagonals, and the highpass-highpass in the
lower-right corner.

There are several types of wavelet transform, and depending on the
application, one may be performed to the others. For a continuous input
signal, the time and scale parameters can be continuous leading to the
Continuous Wavelet Transform (CWT). They may as well be Discrere
Wavelet Transform (DWT). Finally, the wavelet transform can be defined for
discrete-time signals leading to a Discrete Time Wavelet Transform (DTWT)
[42].
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Chapter Four

System Implementation

4-1 Introduction

Qur presented stegosystem (Imformation Hiding Using Wavelet
Transform) is used to embed a coler or gray image in another one. We have
utilized the transform domain techniques for robustness purposes.

The wavelet transform is applied to both the host and the signature
images to guarantee that the low frequency components of the signature
image will be inserted in the high frequency components of the host image.
For security purposes, the low frequency components of the signature image
has been quantized by dividing them on certain number, referred as
(quantization value). Also the stego-key is used which is transmitted
separately making the system type a secret key steganography system. The

whole proposed stegosystem is illustrated in figure (4-1).

4.2 System Implementation:

The designed system implements BMP image file format. As illustrated
in figure (4-2), the hiding precess menu invelves the following shown
operations; Open Images, Wavelet Transform, Embedding Process, Save

Image, and Extracting Process.

IEL



System Implementation

Chapter Four

_Host

~ Image

Host- 7 Wavelet Host image Inverse Waveletf o Stego-
Image T " Transform | —*| Sub-bands il Irmage
LL sub-band
_ [ v
i m Wavelet Signature Quantization
5 ! t
“m:n__:qn" Transform |—* Image =" Process  Bub-band of the
mage Sub-pands Host image _
" |
Stego-Key {a) The Embedding gprocess _
L Communication channel - —
R v B -
_ Secure secret Channel B |
_! EEINAL = i P
_ .
_ W Stepo-lmage LL sub-band of i Inverse Wavrelet
Stego- | avelet cg E sub-ban Dequantization
—E%m._m " Transform Sub-bands » Signature Image [ " | process Transforrm
|
]
, Subtract form
| HH sub-band Host image Inverse Wavelet
! of Host image Sub-bands ' Transform
ﬂ {b) The Extracting process
S E—— — S . L T |
Figure (4-1) the proposed Stego-System



Chapter Four Sysfem Implementation

Infermation-Hiding"
Using s
Wawveleti Transform. «

o Save Image
o Extracting Process

Figure (4-2) the Starting Menu

4.2.1 Open Images Menu
The Open Images Menu, as shown in fig.(4-3), involves Open Host
Image and Open Signature Image.

st

~ Open ImaGe— s

Signature
Image

Figure (4-3) Open Image Menu
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4.2.1.1 Open Host Image

This option is used to load the host (cover) image in which we embed
the signature image. The user can load the host image from the open dialog
form from any location of the program. Figure (4-4) shows the open dialog

form. Notice, the user has only one choose; loading BMP file format.

4.2.1.2 Open Signature Image

This option is used to load the signature (hide) image, which will be
embedded in the host image. The user can load the image that has the same or
less size than the host image from the open dialog form. Figure (4-5) shows

the open images.

4.2.1.3 Return to Main Menu

This option is used to return from the local choice (Open Images) to the

starting menu’s form.

Figure (4-4) The Open Dialog form
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Open Image

Open
Signature
Imngo

Figure (4-5) the Open Images

4.2.2 Wavelet Transform menu
This form, as illustrated in fig. (4-6), has four options: Wavelet
Transform on Host Image, Wavelet Transform on Signature Image, HH

subband of Host Image and LL subband of signature Image.

Waveiet Tra;mgfn

--..ll_-ﬂ'l'.'

-

o B e e T . v

—_—

Wavelet Trans. On
Signalure Image

Figure (4-6) Wavelet Transform Menu
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4.2.2.1 Wavelet Transform of Both Host and Signature Images:

In these two options the wavelet transform can be applied to the host
image as well as to the signature image. The main job of applying the wavelet
transform to both the host image and the signature image in the proposed
stego system is to partition these images into sub-bands; each sub-band has
certain frequency information. Since most of the natural image's energy
concentrates in the low frequency band, so that, in general, the high energy
subband reflect their low frequency contents and vice versa[32]. The
transform coefficients can be determined by the following steps that describe
the adaptive Haar wavelet transformation procedure:

1- Applying the lowpass filter on the rows of the image pixels as fallows:

- 'ilrls.fll + "E'Fq,,h-'..
[N ﬁ
Where j = {0, ..., height-1} and i = {0, ..., wid-1}

R

2- Applying the lowpass filter to the columns results from step (1) to
producing the LL subband as fallows:

Where i = {0, ..., wid-1} and j = {0, ..., hei-1}

3- Applying the highpass filter to the columns results from step (1) to
producing the LH subband as fallows :

R, R

(Big) — T(2iely)
J2

Where i = {0, ..., wid-1} and j = {0, ..., hei-1}
4- Applying the highpass filter to the rows of the original image as

ielib

qu-uus T

fallows:

R i "1:[_.-_}|| - 'x':.l.?u"]
{faema) ‘
e \'ri

Where i = {0, ..., wid-1} and j= {0, ..., height-1}
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5- Applying the lowpass filter to the columns results from step (4) to
producing the HL subband as fallows :
R+ A aia

Where i= {0, ..., hei-1} and j= {wid, ..., width-1}
6- Applying the highpass filter to the columns results from step (4) to
producing the HH subband as fallows:
Xosn

It 2 ——

[l =brd pawmad] i:
W L

Where i = {0, ..., hei-1} and j= {wid, ..., width-1)

Where X;; are the image pixel values, W5 are the transformed
coefficients, Ry ;; are temporarily assisted parameters, width is the image
width, height is the image height, wid is the width divided by 2 and hei is the
height divided by 2.

As a result of the transform, four smaller size images will be produced,
referred as LL, LH, HI. and HH. LL subband is the average of the pixels, and
is the coefficients of the low reselution space, and the other three (LH, HL
and HH) which are wavelet coefficients that allow as reconstructing the

image. Figure (4-7) shows the wavelet transform implmentation,

Wavelet Tragsforffi .

e

Wavelet! Trass. O
Signature Image

Figure (4-7) Wavelet Transform Implementation
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4.2.2.2 HH’s Sub-band of the Host Image

This button is used to view the HH subband of the host image which
represents the high frequency compenent of image that will be remved in the

embedding process.

4.2.2.3 LL's Subband of the signature Image

This button is used te view the LL subband of the signature image
which represents the low frequency component of the transformed image. In
this subband the image energy is concentrated; therefore these coefficients
should not be changed dramatically. In our present research the LL subband
of the signature is inserted in the less significant position of the host

transformed image; i.e. in the HH subband location.

4.2.3 Embedding Process Menu

The Whole process of insertion has been performed in this menu,
illustrated in fig.(4-8). This menu has the following options: Quantization,

stego key, Embedding process and the Inverse Wavelet Transform.

“Procoss

Imverse Wavelel |
Trans, I

Return to Main Manu

Figure (4-8) Embedding Process Menu
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4.2.3.1 The Quantization (Normalization) Process

This process is considered as an important step in our designed stego-
system. Quantization is, in fact, the mapping of the large set of the possible
input (may be real values) into smaller set of possible output (integer). In this
research, the quantization operation has been performed by normalizing (i.e.
dividing) the transformed coefficients of the LL-Signature image by an
integer number (in the related works the number 50 have been used as the

quantization value).

4.2.3.2 Stego Key

This option is used to add some security to the stego image. The stego
key used here is done by dividing the LL subband of the signature image into
32=32 blocks. The pixels of each block are drawn inversely, so that, the stego

key 15 the way in which the pixels are arranged,

Figure (4-9) the Embedding Process

NED
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4.2.3.1 The Quantization (Normalization) Process

This process is considered as an important step in our designed stego-
system. Quantization is, in fact, the mapping of the large set of the possible
input (may be real values) into smaller set of possible output (integer). In this
research, the quantization operation has been performed by normalizing (i.e.
dividing) the transformed coefficients of the LL-Signature image by an
integer number (in the related works the number 50 have been used as the

quantization value).

4.2.3.2 Stego Key

This option is used to add some security to the stego image. The stego
key used here is done by dividing the LL subband of the signature image into
32x32 blocks. The pixels of each block are drawn inversely, so that, the stego

key is the way in which the pixels are arranged.

e

Figure (4-9) the Embedding Process
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4.2.3.3 Embedding Process

This operation is one of the most important steps in the proposed
stegosystem. Removing the HH subband of the host image is performed by
this operation. The quantized coefficient of the LL subband of the signature
image is inserted at the location of the removed subband of the host image, so
that, the resulted image consist of the host image three subbands (LL, LH and

HL ) in addition to the LL subband of the signature image.

4.2.3.4 Inverse Wavelet Transform

After the embedding process, inverse wavelet transform is applied to
transform the host image subbands into the spatial “image” domain. The
resulted stepo-image is same as the host image containing the LL subband of
the signature image that is inserted on it. The following steps describe the
inverse of Haar wavelet transformation procedure:

1- Applying the lowpass filter and highpass filter between the HL
subband pixels and HH subband pixels to producing the H subband,
using:

R wh.:'a i Hfil-h.:l R ) w{. n- H:"|_|_rm_”

g = 2 [Rislg] — N5
Where i={0,..., hei-1}and j={wid...., width-1

2- Applying the lowpass filter .and high pass filter between the LL
subband pixels and LH subband pixels producing the L subband,
using:

T '.E
Where i={0,..., hei-1}and j={0,..., wid-1}
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3- Applying the lowpass filter and highpass filter between H subband
pixels resulted from step (1) and the L subband pixels resulted from

step (2) to producing the reconstructed image, using:

X 2 .H.'{'.'l.t R.I';;'."u". X o f?'l.r:"_l' _R!.-.u -..1;
1.1'.2 ahall IR | ..‘||r2

Where i={0,..., wid-1 }and j={0,..., height-1}

Where W;; are the image transformed coefficients, R, are
temporarily assisted parameters, Xg; are the reconstructed image pixels,
width is the image width, height is the image height, wid is the width divided

by 2 and hei is the height divided by 2.

4.2.4 Saving Image Menu
This menu mainly consists of three options: Stego-Image, Save Image

and Fidelity Criteria, illustrated in fig. (4-10) shown below.

S Iifia s
% méiﬂ magﬁ.@.ﬂ

Figure (4-10) Save Image Menu
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4.2.4.1 Viewing Stego-Image

This button is used to view the stego-image resulted from the
embedding process to save it and in order to measure PSNR, SNR and egps,

shown in fig.(4-11).

4.2.4.2 Saving Image Menu
This option is used to save the resulted stego-image, the saving dialog

appears and asking the user for the name and location that will be used to save

the stego-image. Figure (4-11) shows the save dialog form.

Figure (4-11) Save image dialog

4.2.4.3 Image Fidelity Criteria Measure Menu

Fidelity criteria can be divided into two classes: Objective fidelity
criteria that provide us with quantitative tests to the amount of the error in the
reconstructed image. While the subjective fidelity criteria use qualitative scale

to assess image quality, and human judges carry this test.
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In order to provide unbiased results, evaluation with subjective measure
requires careful selection of the test subjects and carefully designed
evaluation experiments. The objective criteria are useful as a relative measure
in comparison different versions of the same image.

Commonly used objective measures are the root-mean-square error
(Emms), the root-mean-square signal to noise ratio (SNRpys) and the peak
signal-to-noise ratio (PSNR). Because related works have used these three
measures [12], it will be used here for comparison purposes,

The egas can be defined in an N*N reconstructed image as:

A=
Eps = "Ill? Zﬂ E[Hr,c} ~I(r, )
And the SNR metrics consider the reconstructed image [(r.¢) to be the

"signal" and the error to be the neise. The SNR. can be defined as:

N-LN-1
EZ[;(M:}]’
el =3

SNR e =

N1 N-=1

b= .
y 3.2 Uire)-tire)

raf =

The PSNR is usually measured in dB and can be defined as:
(L-1y

]

—3 ¥ ir.e)=I(r.e)l’
N aa

PSNR = 101log,,

Where L is the number of the gray levels, i(r.¢) is the original image

and f(r,c) is the stego-image.

If one considers the system as to be monitored by a human sense test,
the subjective test must be used, However, subjective testing is performed by
creating a database of image to be tested; i.e. gathering a group of people, and
then having all the test subjects evaluate the images according to a predefined

scoring criterion. The results are then analyzed statistically [16].
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4.2.5 The Extracting Process Menu

Now, two objects must be transmitted to reconstruct the signature
image. The stego-image that is transmitted via a public communication
channel; that may be exposed to active attacks, and the stego-key which
contain the way in which the pixels are arranged. These two objects are the
input to the extracting process thal approximately produces the signature
image.

This menu consist of eight options; 1.e. Open Stego-Image, Wavelet
Transform to Stego-Image, View HH subband, Dequantization Process,
Stego-Key, Inverse Wavelet to Host Image, Inverse Wavelet to the

Reconstructed (signature) Image, and Fidelity Criteria, shown in fig.(4-12).

o

 Extractingifocesspe

brrerer Wores' o
T, OF i
k A | "

=l | 4

— N =

Returs to Main Mean -

Figure (4-12) the Extracting Menu

4.2.5.1 Open Stego-Image
This button is used 1o load the stego-image. The users can also loading
the stego-image from the open dialog form, and from any location In

computer program.
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4.2.5.2 Wavelet Transform on Stego-image

This option is used to apply the wavelet transform to the stego-image
(see section 4.2.2.1), its subbands are produced. These subbands are the three
host image subbands added to it the LL subband of the signature image. The
inserted LL subband of the signature image is located in the HH subband of

the stego-image subbands.

4.2.5.3 View HH subband

This option is used to view the HH subband of the stego-image. This
subband is used to extract the LL subband of the signature image which is
added to the host image subbands in the embedding process.

4.2.5.4 De-quantization process

This option is used to retrieve the original value of the extract LL sub-
band. It is performed by multiplying the values of each image’s pixels by the
guantization (i.e. normalization) value that is used in the embedding process.
Figure (4-13) show the relation between the quantization value and the PSR

of both the steg-image and the reconstructed image.

== Slegr-Image
—i— Racaniraclad-image

D @ 2 M 40 S 60 0 B % 100 10
Quantization

Figure (4-13) Shows the relation between the
Quantization value and the output PSNR, of the Stego-Image
And the Reconstructed image
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4.2.5.5 Stego-Key

This option is used to return the LL subband pixels to its original
arrangement, These pixels are drowning inversely in the embedding process,
o0 that, return it to its position is dene by dividing this subband to blocks of

32x32. And then the pixels of each block are drowning inversely.

4.2.5.6 Inverse Wavelet Transform on Host Image

This button is used to implement the inverse wavelet transform to the
host image. After the extracting of the HIH subband of the stego-image the
three subbands (LL, LH and HL) remaining represent the host image without
HH subband, so that, we assume that the HH subband pixels are equal to "0".

MNow the inverse wavelet Transform is applied to this four subbands in the

ST P P

===

Ftl:'t l: 2] H ‘i‘"ﬁ'\
| Return ta | aim :ll“ﬁ

Figure (4-14) the Extracting Process
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4.2.5.7 Inverse Wavelet Transform on Signature Image

This option is used to apply the inverse wavelet transform to the
signature image. After the extracting process we have only the LL subband of
the signature image. In order to reconstruct the signature image we assume
that the other three subbands pixels equal to "0". And then the inverse wavelet

transform is applied as mention in section (4.2.2.1).

4.2.5.8 Fidelity Criteria Measure

This option is used to measure the Objective fidelity criteria (PSNR,
SNR and epys) to the reconstructed image. This operation is done between the
reconstructed image and the original (signature) image in the same way that
explains in section (4.2.4.3). For four groups (stego, reconstructed) images

table (4-1) shows the Objective fidelity criteria (PSNR, SNR and egys).

Table (4-1)
Objective fidelity criteria for Stego and Reconstructed images
Stego-Image Reconstructed Image

Images PSNR SNR RS PSNR SNR ERMS
image] 35 40 4 15 2 45
Image2 34 28 5 13 2 59
Image3 30 15 8 14 3 53
Image4 28 12 10 18 5 31
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Host 3 Host 4

Figure (4-15): Samples of Host Images.

Signature 3

Figure (4-16): Samples of Signature Images.
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Figure (4-17): Samples of Stego-Images.
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Figure (4-18): Samples of Reconstructed-Images.
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Chapter Five
Conclusions and Suggestions
For Future Work

5-1 Concluding Remark

After studying the proposed stego-system, one can conclude the
following:
1-1t 15 easiest to embed a gray image in another gray image and a color

image in color image. Otherwise, the reconstructed signature image

will be deteriorated.

2- The quality of the stego-image and the reconstructed image, presented
in terms of Peak-signal-to-noise ratio (PSNR) has been found to be
quantization process dependent. This means that; increasing the

normalization value would produce much degradation.

3- The quality of the reconstructed image is not the same as of the stego-
image quality; therefore, a pre-enhancing process may be required to

improve the image quality.
4- Using the waveletl transform yield an acceptable image quality from

adopting only the LL subband. This, in turns, contributed in best

hiding and acceptable reconstruction of the hided information.
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5-2 Suggestions for Future Work

1- Applying attacks on the proposed system (e.g. image enhancement,
linear and nonlinear filtering and/or data reduction) to demonstrate the

stego system robustness against these attacks,

2-Design an error correcting code that takes into consideration much

type of attacks and this, for sure, will improve the quality of the

reconstructed image.

3- Another suggestion is to improve the reconstructed image quality by
restoring or enhancing it, using special types of filters (spatial or

frequency domain filters).

4- Applying the wavelet transform by utilizing two-levels to the signature
image and using the subbands of the second level in the embedding

Process,

5- Using the Daubechies basis vectors instead of the Haar filter because

of its ability to compact mere image energy in the LL subband.

6- Applying another method of transform domain to the signature image
and using the resulted coefficients of this transform in the embedding

process.
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